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CHPS — Why?

* Infuse new science into NWS operations

* Provide access to an expanded set of hydrometeorologic,
hydrologic, and hydraulic models

« Enable fine space and time scale distributed hydrologic
modeling

 Introduce parallel processing for ensemble predictions
« Support concurrent, distributed development
* Encourage scientific collaboration
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Service Oriented Architecture

Algorithm Control
Services Services
Data
Services
Security Display
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Service Oriented Architecture (SOA)

« Services encapsulate complex processes and
systems, permitting controled change and
continuous improvement of the underlying
Implementations

» Contrast with the current NWS River Forecast
System (NWSRFS), a procedural, monolithic
application

— NWSREFS traded architectural flexibility for performance

redictions_ CHPS will attempt to attain both
fg
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Benefits of an SOA

 Data and algorithms are structured and identified
through service protocols

— CHPS could provide hydrologic algorithms to the research
community because services can be accessed by
whomever has appropriate rights

— Explicitly supports distributed R&D and distributed
processing
« Time from research to operations is reduced
because adding a new algorithm or data service

does not impact existing services — regression
testing minimized
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CHPS — How?

« Adapt SOA to support NWS Hydrologic Forecasting
business

— Incremental development/deployment
— Overall architectural design
— Proof-of-concept build/test

 NWS river forecast operations continue every day while
evolving to CHPS architecture

— Expand design element by element

— Deliver new functional/data components as soon as
they’re ready

| * Provides a community hydrologic testbed with access to

ateCredictions— operational data
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CHPS — When?

« Develop Vision for evolving NWSRFS — November 2002

* Proof-of-concept workflow management service demonstrated —
August 2003

* Architectural overview — January 2004

. 2R(|)\664r Reservoir, and Snow (RRS) data service design — May

 RRS prototype development — Fall 2004
» Deploy CHPS-RRS for River Forecast Center beta testing — 2005

* Find omaortunities to add new algorithm services (i.e., USACE
ResSIM) — as resources allow
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CHPS — Architectural overview

Security Services

Display applications may use
any number of services
Display Applications Display Applications

% Control Services }* Some algorithm services

may run in the background,
T T T T T i.e., without a display
application
Algorithm Services Algorithm Services Algorithm Services Algorithm Services Algorithm Services
Security services are
required for each component

i L L L L that participates in the
architecture
45{ Control Services }47

Data Services Data Services Data Services Data Services

v v v v

Control Services
- Workflow management
> - Load management -+
- Logging and diagnostic capabilities
- Directory management

Note All components shown above reside in one or more application servers. Application servers may be located at NWS headquarters, any RFC or WFOs, and each application server may be
configured with any combination of display applications, algorithm services and data services . Control services will have to be deployed uniformly across all application servers who participate in the OHD
operational environment.
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CHPS - Display, Algorithm, Control, Security

DA provides data in stanc-alone execution of algorithm s

]

Display Applicatior
(DA)

Data Services fnterface | [

Primary User Interactior

User

Example Application:

e

Console
Applicatior

Diagnostic
Applicatior

Console application provides
workflow management
interface for users

Diagnostic appl

licatior

provides access to log

information to

Registering additional components

. Adding a Data Service

users.
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DA requeste executior
of one or more
Algorithm Services

B —
ws)

Workflow Service

Data Services Interface

[¢4———————————— WS may reques!

I—LMS provides load distribution data to WM S:

v

LDS provides and Logging &
Diagnostic Service

process state information

Data Services Interface

Y
WS provides AS launch request with
AlgorltthSSeNlCE parameters Extended Control Modules
(AS) (asynchronous) may be added to manage
Data Services Interce increasing complexity ir
multi-procees environment
WA provides AS launch o
provides AS launch request Prioritizes
with parameters AS provides executior L°°aLv‘é°n'|k"°w WA provides Loz g':r:fcg:me"‘
data to WA for Logging ang /] g Local load date
(LWA) (LMS)
Diagnostic Service
Data Services Intertace Daia Services ierisce
WA provides execution
LWA requests directory activity date
data from LDA
AS provides Data Space ID Local Directory If requested directory Remoe Directory
DS returns Service Name ———————2 | Agent entry not available | SgniEs
(LgD ) pass request to (RDS)
remote service
Dote Services Intertsce Data Services Intertace
Local Direct Remote
Local Directory Directory LExample authenticatior:
ata Repository Reposito connectior
(XML) (RDBMS)
Workfiow Agent and Local
Directory Agent run on loca <
cPU

New components must

be registered locally as wel

- Provide data service name to local directory agent

- Optionally provide data service name to remote directory service
- Provide data space identification to local directory agent
- Provide strong name or registration certificate to authentication controller

Predictions
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2. Adding an Algorithm Service
- Provide algorithm service name to local directory agent
- Optionally provide algorithm service name to remote directory service
- Define data spaces used by algorithm service (see above)
- Provide strong name or registration certificate to authentication controller

User
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Central Authentication
Controller
(CAC)

Data Services Interface

Users must register new
companents and receive strong
name or certificate for

[e
Registratior

Data Services Interface

Security Services
Each component or service is required to authenticate itself before
communicating with another service or component This
communication occurs through a separate communication layer
thatis wrapped around each component and communicates
synchronously with the central authentication controller

NOAA National Weather Service
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Tasynchronous) Database

CHPS - Data Services

Data Services
Data Services Interface
- Processes requests for data
- Processes data to be stored

!

Directory Agent or Local Data Access
Wiy |4——LDAA requests logical location——p| Agent

DCAM and DCAA provide
the same function DCAM
operates in a remote
environment DCAA

operates locally

EE——

Data Confro

Data Service .

Service (LDAA)

Local Data Format
Agent (LDFA)

Use remote data via web services

LDFA manages data access to specific format
(XML CSV etc)

LDLA requests physical location

‘ Local Date
P Location Agent
‘ (LDLA)

Use local or
remote data?

Use local data via direct file acces:

CPU loca
data source
configuration

Load Data Contro
Access Agent
config (DCAS)

*

FS5 Files DB/Repository Other ASCH et e
(Loca) (Loca) (Loca) (Loca)

Web Service traffic

{SyNChTonGUE) /@cumy wrapper
Messaging traffic RDBMS-basec

Component Name

Native data traffic

{synchronous)

Texibasec System
file (config Component

data)
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Access Manager
(DCAM)

(DS)

DCAM manages native daia source access and transpori (e g JDBC)

h 4

FS5 Files DB/Repository oz'r;e;n/:icll Neté’\DMF- etc
(remote) (remote) (remou;) (remote)

Remote Operation

Terms

- “Agent’: component that executes on a local CPU

- “Service™: component that executes within one or more application servers
- “Local’: within one system, or on local LAN

- “Remote”: on a LAN not physically connected to a local CPU
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CHPS — Expanded Opportunities

. Once the SOA strategy is proven in NWS river
forecast operations CHPS can support concurrent
development of new algorithm, data, or display
services

. CHPS enables additional opportunities for
collabortion with Federal water, private sector, and
University partners
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